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Increasing numbers of schools and districts have expressed interest in interim assessment systems to prepare for summative assessments and to improve teaching and learning. However, with so many commercial interim assessments available, schools and districts are struggling to determine which interim assessment is most appropriate to their needs. Unfortunately, there is little research-based guidance to help schools and districts to make the right choice about how to spend their money. Because we realize the urgency of developing criteria that can describe or evaluate the quality of interim assessments, this article presents the results of an initial attempt to create an instrument that school and district educators could use to evaluate the quality and usefulness of the interim assessment. The instrument is designed for use by state and district leaders to help them select an appropriate interim assessment system for their needs, but it could also be used by test vendors looking to evaluate and improve their own systems and by researchers engaged in studies of interim assessment use.

The standards-based reform movement has resulted in the widespread use of assessments designed to measure students’ performance at specific points in time—generally at the end of the school year—and to help instantiate learning targets. In spite of the hopes and efforts of policymakers and test developers, these end-of-year tests provide very little useful information to improve the instruction and learning of current students (e.g., Stecher et al., 2008).¹ This is not because there is something “wrong” with these summative accountability tests, but rather they were not designed to meet instructional purposes. Recognizing the inherent limitations of summative assessment for classroom use, educators are looking for additional assessments to inform and monitor student learning during the year in which they are actually instructing the students.

Many vendors are now selling what they call “benchmark,” “diagnostic,” “formative,” and/or “predictive” assessments with promises of improving student performance. These systems often

¹However, the summative tests might be helpful for evaluating programs in hopes of improving teaching and learning for students being served in subsequent years.
lay claim to the research documenting the powerful effect of formative assessment on student learning. However, the research in this area, including the seminal Black and Wiliam (2006) review, evaluated the research on formative assessments of a very different character than essentially all current commercially available interim assessment programs. Although there are some “truth in advertising” concerns about borrowing research on a very different type of assessment to promote interim assessment use, our concern is even more immediate.

The technical quality of these interim assessments is not well known, and most educational leaders purchasing these assessments do not have the background to evaluate the technical materials even if the companies produced the appropriate technical documentation. In addition to the requirements for technical documentation articulated in the Standards for Educational and Psychological Testing, “the joint standards” (American Educational Research Association [AERA], American Psychological Association [APA], & National Council on Measurement in Education [NCME], 1999), which provides criteria for the evaluation of tests, testing practices, and the effects of test use, we argue that developers of interim assessment systems have the additional responsibilities of creating technical summaries that can be understood by practitioner audiences. Because we recognize the urgency of developing criteria that can describe or evaluate the quality of interim assessments, this article reports our attempt to develop criteria and to design a tool that school and district educators could use to analyze the quality and usefulness of interim assessments. The article starts by summarizing a framework for considering the role of interim assessments in the educational system as well as reviewing the very limited literature about interim assessments. Following the framework, criteria or features for evaluating interim assessments are discussed. The second half of the article focuses on using an existing assessment system as an example to demonstrate how the rating tool might be applied.

FRAMEWORK

Perie, Marion, and Gong (2009) distinguished formative assessment, interim assessment, and summative assessment in terms of the intended purposes, audience, use of information, frequency of administration, scope of curricular coverage, and duration of cycle. They defined interim assessments as follows:

Assessments administered during instruction to evaluate students’ knowledge and skills relative to a specific set of academic goals in order to inform policymaker or educator decisions at the classroom, school, or district level. The specific interim assessment designs are driven by the purposes and intended uses, but the results of any interim assessment must be reported in a manner allowing aggregation across students, occasions, or concepts. (p. 6)

Perie, Marion, and Gong (2007, 2009) classified the multiple purposes of interim assessments into three major categories: instructional, evaluative, and predictive. Instructional purposes involve using the test results to inform classroom teachers about current students’ learning so that teachers can adjust their instruction to better meet student needs. Using the test information to analyze the curriculum, pedagogy, or other aspects of the educational program for the benefit of future students falls under evaluative purposes. Predictive purposes involve using the test results
to estimate students' performance on some distal outcome, most typically an end-of-year assessment, so that the students “not on track” to score proficient, for example, could be identified and, one hopes, be provided effective remediation.

The intent of interim assessments is to provide schools or districts more and finer grained information than they can get through an end-of-year summative assessment to inform instruction, evaluate instructional programs, or predict future performance. We are not certain of all of the implementation decisions driving these purchases, although we suspect that many leaders either do not understand the distinction between these interim assessments and formative assessment practices demonstrated to improve student learning or perhaps see these interim assessments as more practically feasible to implement because (so the thinking might go) they do not require the same intensive level of professional development as formative assessment practices. In addition, interim assessments provide policymakers with data that can be aggregated at the school or district level, offering a level of bureaucratic “control” not generally available with formative assessments. For these and other reasons, more and more schools and districts are purchasing interim assessments with the general goal of improving student achievement, at least as measured by the end-of-year test.

Some states have already made an effort to develop evaluation criteria for interim assessments to help districts and schools in their decision making. South Carolina (South Carolina State Board of Education, 2006), for example, has developed criteria that tests must meet to be placed on a “state-approved” list from which districts can use state funds to purchase an assessment. This list has many technical requirements, such as a table of specifications, a description of the field test sample, reliability indices, and a report of the standard error for each score point. These criteria are similar to what one might find in the joint standards (AERA et al., 1999) or in the U.S. Department of Education’s peer review criteria. New Mexico (New Mexico Public Education Department Division of Assessment and Accountability, 2006) has also developed an evaluation tool, but their criteria focus on the practical usability of the assessment, such as the delivery format, frequency and duration of assessment, ease of assessment administration, and flexibility of administration. We see the merits of the approaches taken by these two states, but we feel as though each hits only part of the target and that these state criteria are still incomplete.

In addition to these two state examples, there is a very limited literature base that can help inform the development of an interim assessment evaluation tool. Herman and Baker (2005) described six features that can help educators evaluate benchmark assessments: (a) aligning standards and benchmark assessments to ensure validity, (b) designing multiple item types to increase diagnostic value for instructional planning, (c) providing fair benchmark assessments for all students including English language learners and students with disabilities, (d) ensuring technical quality of the test reliability and validity, (e) providing user-friendly test results and guidance on interpreting and using the results to improve instruction, and (f) the feasibility and worthiness of the time and money that schools or districts will invest. Herman and Baker confirmed our initial thoughts on having criteria on both technical quality and test utility. In fact, they argued that the utility of the benchmark assessments for improving student learning should be the primary criterion, whereas the more traditional technical criteria are not as important as the utility. The criteria that compose our evaluation tool are drawn from Herman and Baker as well as Perie et al. (2007, 2009). The first phase of this project—described in this article—focuses on descriptive criteria; subsequent phases of the project are intended to be more evaluative.
THE CRITERIA

We use the following six features to describe and begin evaluating interim assessments:

1. Test purpose and use
2. Test development and documentation
3. Administration and inclusion
4. Test scores and reports
5. Test utility
6. Practicality and logistics

The first four criteria are consistent with the procedures of test formation, test delivery, and score interpretation and address questions of validity and reliability, whereas the fifth criterion describes how different stakeholders use the results of the testing program to fulfill specific educational goals. The final criterion describes aspects of the testing program that do not relate directly to the technical quality but are important to users and include such features as ease of administration, availability of immediate feedback, and manageability of the data format. Selection of these criteria benefited from the work done by South Carolina and New Mexico as well as the earlier criteria developed by the Center for Assessment and National Center for Research on Evaluation, Standards, and Student Testing and place an emphasis on both test validity and utility. We explore each of the criteria in more detail next. We have turned these criteria into a set of tables and checklists (where appropriate) for ease of use, but due to space limitations we present the framework and rationale here and not the full tables.

TEST PURPOSE AND USE

Test developers and test users must first clarify the purpose(s) and use(s) of the test. The developers are clearly expected to articulate the purposes and legitimate uses of their assessments:

- Standard 3.6. The type of items, the response formats, scoring procedures, and test administration procedures should be selected based on the purposes of the test, the domain to be measured, and the intended test takers . . . (AERA et al., 1999, p. 44).

- Standard 1.2. The test developer should set forth clearly how test scores are intended to be interpreted and used. The population(s) for which a test is appropriate should be clearly delimited, and the construct that the test is intended to assess should be clearly described. (AERA et al., 1999, p. 17).

We argue that although it is not explicitly stated in the joint standards, test users must be very clear about their reasons for purchasing an interim assessment system and the uses to which they intend to put the results. Users should do this as specifically as possible so that they can best find a match between what they want and what the test developer intends with their assessment. Test users must be mindful of one of the truisms in educational measurement that a test promising to fulfill too many purposes tends not to fulfill any of the purposes very well.

Although there are a plethora of potential purposes, we suggest that those evaluating interim assessments first use the Perie et al. (2009) framework to categorize the purpose as instructional,
evaluative, and predictive but then articulate the specific purposes as clearly as possible within these categories. Because purposes and uses are the foundation of a validity argument, we strongly suggest that users articulate the mechanisms and processes by which they think the use of an interim assessment will improve student learning (assuming that is one of the purposes). Working through this abbreviated theory of action will help the users clarify their intended purposes and expected uses and determine whether the proposed interim assessment along with their internal capacity (e.g., to provide professional development) can help them fulfill their goals.

Similarly, test users need to be very clear about the target population they intend to assess and to ensure that the test was developed and piloted with these students in mind. For example, do the test takers include special education students and English language learners? And what content and grade level are included in the assessment system? These are all important considerations for those interested in using interim assessments. Further, test developers should pay careful attention to these issues at the beginning of test development and when marketing their tests in specific settings.

TEST DEVELOPMENT AND DOCUMENTATION

The test development criteria are organized into three levels: item, test, and multiple tests, because all are critical for ensuring meaningful assessment experiences.

Item-Level Criteria

A test can be no better than the items composing the test. This point cannot be overstated. We recommend that test vendors present fairly typical item characteristics such as difficulty, discrimination, differential item functioning, and alignment. But we strongly recommend that potential users convene committees of reviewers to evaluate the more qualitative item characteristics such as item quality, bias/sensitivity, accessibility, and especially the inclusion of multiple item types. Although item quality might be a vague term, reviewers can be instructed—and most should have experience—to ensure that test questions are focused on meaningful content and processes and not on simplistic “gotcha” type questions.

A critical aspect of the item review involves the degree to which each item can be mapped to a specified content standard or learning objective. Unfortunately, alignment reviews can be subject to a confirmationist bias; therefore, an independent alignment between the test’s item bank and the state content standards (or other intended learning targets) should be conducted if possible. This type of alignment—ensuring that each item matches an appropriate content target—is only part of the picture. Items must also be presented at the levels of cognitive complexity called for in the standards (Webb, 1999). Further, although it is important to have items aligned to a particular content target, it is just as important to document the degree to which all content targets are represented by the assessment items. If items represent only part of the learning target, the validity of the assessment will likely be threatened by construct underrepresentation (Messick, 1989).

Our initial examination of current interim assessment systems finds that these systems are based almost exclusively on multiple-choice formats. Although this unfortunately mimics the
trend in state assessment designs, many have argued that if interim assessments are intended to be used for classroom instructional purposes, multiple item formats, particularly open-ended questions and even performance tasks, should be included to support instructional diagnostic as well as to broaden and deepen the understanding of the concepts (Herman & Baker, 2005; Perie et al., 2009; Shepard, 2006).

There should be evidence that the item difficulty statistics were derived from a population similar to the target population. This is especially critical if classical item difficulty statistics (e.g., \( p \) value) are presented, but even if item response theory estimates of item difficulty are used, the vendor should document that the populations are similar or provide evidence that the items behave similarly (in terms of relative difficulty and discrimination) for different populations. In addition, the range of item difficulty values should be appropriate for the intended purposes of the assessment. For example, if the purpose is to spread students out for selection purposes (not a likely purpose of an interim assessment except in the case of prediction where the increased variability will, all other things being equal, increase the predictive values), then a wide range of item difficulty is appropriate, but if the purpose is to evaluate mastery, it would be more appropriate to include items focused around a particular mastery cut score. Item discrimination is additional evidence of the appropriateness and effectiveness of the items for the target population.

Test-Level Criteria

In addition to the individual item quality checked by the criteria listed previously, the test-level criteria is intended to ensure that a set of items are selected to cover a certain breadth and depth of content standards to form a valid and reliable test. The following characteristics should be documented to help users evaluate the quality of the overall interim tests and not just the individual items.

- Test specification (e.g., standards being tested, number of items per standards, item types, etc.)
- Documentation for Computerized Adaptive Tests (e.g., item selection algorithm, starting and stopping conditions, exposure of items, etc.)
- Alignment to content standards or learning objectives
- Description of field test or item calibration sample
- Reliability and conditional standard error of measurement
- Documentation on scoring procedures
- Information about the interpretation of test scores
- Information about how the scores were produced

Several of these characteristics have been discussed already. We highlight a few of the other characteristics in the following paragraphs.

Test specifications or test blueprints provide an overall plan of the test. The test design identifies the standards or learning objectives being tested and the number of items for each standard. According to the joint standards, “The test specifications should define the content of the test, the proposed number of items, the item formats, the desired psychometric properties of the items, and the item and section arrangement” (AERA et al., 1999, p. 43).
Any interim assessment should include the test specifications in its documentation, and these specifications should match the users intended purposes and uses. Similarly, the importance of independent “two-way” alignment was previously discussed. These two-way alignment studies document the degree to which items are aligned to content targets and intended content targets are measured appropriately.

Reliability refers to the consistency of the tests for a particular population. It includes internal consistency in a single test, test–retest consistency across time, and alternative form consistency across forms. These reliability indices and associated standard error of measurement should be documented. Although it is relatively easy to calculate and report reliability coefficients, it is much less straightforward to determine an appropriate level of reliability for interim assessments. The level of reliability is strongly correlated with the stakes associated with the decisions that the assessment is expected to support. Several have argued that reliability is not very important for formative assessments (e.g., Shepard, 2006) because decisions are very low stakes and can be adjusted on an almost daily basis. However, many interim assessments are used to group students into different instructional tracks for up to several months at a time (the time span between assessment events), which we argue is at least a moderate stakes use. Although we support the cautions against making important decisions on the basis of any single assessment (National Research Council, 1999), if such moderate stakes decisions are being made, we hope the assessments are at least quite reliable (i.e., \( r = .90 \)), but if the results are just being used for instructional purposes along with additional information, less reliable assessments (e.g., \( r = .75 \) or \(.80\)) can still be useful.

Interim assessments often include “subscores” based on the items included in the interim assessment that are aligned to a particular standard, strand, and/or objective. This information is often presented as diagnostic information that teachers can use to determine areas of strength or weakness in a student or class. However, the subscore reports are often based on as few as four or five test items. One of the truisms in educational measurement is that reliability—all things being equal—is inversely related to the number of items on the test or subtest. If these subscores are being used to make educational decisions, the reliability must be reported and explained to teachers and others who may be using those subscores, and extreme caution should be exercised before making decisions based on very low reliability measures.

Scoring procedures and scoring criteria should be documented. The scoring guidelines (rubrics) should be made explicit to users and examinees if open-ended items are included in the interim assessment (which we encourage). If the open-ended items are locally scored, the assessment system should include appropriate training materials and exemplar papers. The following requirement from the joint standards (AERA et al., 1999) should be applied to interim assessments:

Standard 3.22. Procedures for scoring and, if relevant, scoring criteria should be presented by the test developer in sufficient detail and clarity to maximize the accuracy of scoring. Instructions for using rating scales or for deriving scores obtained by coding, scaling, or classifying constructed responses should be clear. This is especially critical if tests can be scored locally. (p. 47)

Several interim assessment companies employ computer adaptive tests (CAT), but the specific item-selection algorithms and scoring routines are often hidden within an assessment “black

\[^{2}\text{This actually is a much larger issue than we have space to discuss here, because no matter how reliable the assessment, the assessment and interventions should be validated for this particular use (e.g., grouping).}\]
box.” Therefore, the CAT interim assessment vendors are responsible for documenting these algorithms, the scoring procedures, and the stopping criteria while controlling the item exposure. Again, the joint standards (AERA et al., 1999) address the required documentation:

Standard 3.12. The rationale and supporting evidence for computerized adaptive tests should be documented. This documentation should include procedures used in selecting subsets of items for administration, in determining the starting point and termination conditions for the test, in scoring the test, and for controlling item exposure. (p. 45)

Multiple Test-Level Criteria

The administrative frequency of interim assessments is greater than the frequency of end-of-year summative assessments but less than the frequency of classroom formative assessments. Based on our review of many interim assessment packages, three or four administrations in an academic year appear to be typical, whereas proponents of formative assessment (e.g., Black & Wiliam, 2006; Shepard, 2000) advocate its use daily or at least weekly. Depending upon the purposes of the assessment, the content relationship among the multiple forms in a year should be based on a clear rationale in order to serve the particular purpose. Unfortunately, we have seen evidence of less than thoughtful designs. For example, some predictive interim assessments actually administer essentially parallel forms four times each year, each of which is based on the same blueprint as the end-of-year test. We suggest that these sorts of designs—even if the district or school is interested in prediction—where the teacher’s first interpretative action is trying to determine whether the particular content had been taught is not as useful as a design that coherently and systematically covers the content through the year. For an assessment to be instructionally useful, it must be tied to what students have learned (Shepard, 2000) and not to some broad framework of what they might learn in the future. Therefore, it is highly recommended that schools and districts check the content relationship among multiple assessments to see whether it is consistent with the purposes of the tests and with the curriculum sequence used by the district or school.

If the design calls for the need to make inferences from the results across multiple administrations, which is often the case with interim assessments administered multiple times during the school year, the assessment vendor should provide documentation on the equating or other type of linking procedures used to establish this comparability. The joint test standards are quite clear in the need for test vendors to provide information on the quality of the linkages among the various interim assessment forms.

Standard 4.11. When claims of form-to-form score equivalence are based on equating procedures, detailed technical information should be provided on the method by which equating functions or other linkages were established and on the accuracy of equating functions. (AERA et al., p. 57)

ADMINISTRATION AND INCLUSION

This criterion focuses on some fairly straightforward aspects of the test that are very important components related to the accessibility of the assessment system. We are concerned that many
interim assessments are developed and sold without the attention to accessibility (e.g., Universal Design) that we are starting to see with state end-of-year assessments. Therefore, test users should require information about how the development process attended to administration issues specific to special education students and English language learners. This should include information about design specifications, committee reviews, cognitive laboratory (think aloud) results, and pilot test information. There should also be documentation regarding the type of accommodations allowed, the rationale for this particular set of accommodations, and empirical information—to the extent possible—about how these accommodations were piloted and/or performed operationally to show that they are appropriate and improve the validity of score interpretation for this population.

**TEST SCORES AND REPORTS**

Score reports play a very influential role in translating the raw test data into meaningful and potentially useful information. Although all tests can typically produce a raw score (i.e., number correct out of number attempted), the way that score is transformed and presented can differ. For example, criterion-referenced scores convey what knowledge and skills have been mastered by a student, whereas norm-referenced scores describe the relative position of the student compared to the norm group. The appropriate types of scores derived from the test depend on the test purposes. For example, if the district or school is interested in measuring growth over time, some type of scale score that ensures comparability of meaning across administrations must be employed.

After determining the types of scores produced, it is important to examine the manner in which they are displayed. Score reports should organize the derived score of the test in a meaningful way to convey the necessary information to different audiences. Usually, it is preferable to have both individual and aggregated reports depending on the needs of the particular stakeholders. The score reports should provide information consistent with the test purposes. For instance, for instructional purposes, an item analysis report, a strand-level report, and a criterion-level report could provide useful information at the individual student level if it is of sufficient reliability; this would supplement data averaged across students for class-level information for teachers. When the test is meant to serve a predictive purpose, the report should convey information about how results on the interim assessment are related to predictions for statewide end-of-year assessments. This prediction may be displayed as a predicted score on an end-of-year assessment or as a predicted outcome, such as the likelihood that each student would score in each possible performance level. Further, we argue that reports focused on the predictive relationship between the interim and end-of-year assessment should report the error associated with such predictions.

**TEST UTILITY**

Herman and Baker (2005) ranked utility as one of the leading criteria for benchmark assessments: “Utility represents the extent to which intended users find the test results meaningful and are able to use them to improve teaching and learning” (p. 52). This involves helping educators understand and interpret the test results to improve teaching and learning. Most important, this means that the interim assessment must fit within the educational system, particularly the curriculum, instructional supports for students, and professional development for teachers. The
results must be provided so that local educators can turn these data into useable information, decisions, and instructional actions. This implies that the use of the assessment must be situated in a theory of action that describes how it fits within the system and how the results of the interim assessment will be used to improve teaching and learning. Of course, most would be happy to “count” potential unintended positive consequences in the developer/user’s favor if they should occur, but if these cannot be situated in some conceptual framework, it is hard to see how such occurrences could be replicated. Evidence for the utility of the interim assessment system is often not gathered and reported by test vendors, in part because of the difficulty associated with conducting the appropriate studies. However, if interim assessment vendors tout the utility (instructional, evaluative, or predictive) of their systems, they should have empirical evidence to support their claims.

Evaluating the potential utility of an interim assessment system prior to implementation and the actual utility after it has been implemented is challenging because contexts and situations are always different and quite dynamic. More challenging, though, is that most educational leaders are not well trained in critically evaluating educational research studies. Thus, this proposed interim assessment evaluation framework should serve as a basis for which leaders and others can more easily judge the research claims put forth for the various testing systems.

PRACTICALITY AND LOGISTICS

We have found through conversations with district leaders and others that certain aspects of the testing system that we, as measurement professionals, often take for granted are quite important to users. The flexibility of administration, ease of installation and maintenance, ease of use for students and teachers, and degree of ongoing technical support are all important considerations for district leaders especially if they plan to implement these systems for large numbers of students. The speed with which results are returned appears to be a very important consideration for large numbers of educators. Although the gratification of instant results is attractive, we suggest that users carefully weigh the perceived need for instant results with the uses to which the results will be put. For example, if the interim assessment is used primarily for evaluative purposes, then it is hard to see a need for instant results, at least to the point of outweighing other criteria. Actually, if the purported use is for instruction, especially if the assessment is administered only three or four times each year, it is still hard to justify requiring instant results considering that several weeks may have elapsed since some of the instruction took place. A quick turnaround (i.e., 1 to 2 weeks) of results is important, but users should critically consider the need for instant results at the expense of some other design aspects (e.g., including open-ended tasks).

The following section illustrates a real example of applying the proposed criteria. Applying the criteria to an evaluation of an interim assessment not only is informative for school and district decision-makers and other potential users such as test vendors, but also provides a test of the quality of the evaluation tool.

AN EXAMPLE OF APPLYING THE CRITERIA

The next phase of this project involved testing the criteria against actual interim assessments. We turned the criteria into descriptive checklists, with space for open response comments, for
ease of review. The purpose of this initial review was not to judge the quality of the particular assessments but to see if the criteria and checklists were complete, clear, and useful.

Procedures

We wrote formal letters to seven testing companies, describing our project of reviewing interim assessments and asking if they would like to participate by providing documentation such as technical manuals for our review. The letters were sent both electronically and by postal mail. Only two responded quickly and with documentation: We refer to these two companies as ABC Assessment and QRS Testing. In the interest of brevity, in this article we discuss only the results for the ABC Assessment on the following pages. Again, our purpose at this point is to illustrate the use of the tool and not to evaluate a particular assessment system.

After receiving documentation from the two testing companies, we applied the criteria to guide the review of the documents, described the tests as objectively as possible, and then modified the criteria and rating form to better capture the features of the respective tests whenever necessary. Typically, these modifications took the form of supplementing the criteria with additional options or categories. The results of this review are described next. If a category has been left blank (i.e., nothing was checked), that typically meant that we could not find the information in the documentation we received.

Example: ABC Assessment

Part I: Test Purpose and Use

In reviewing the ABC technical manuals, we found several differences among the three content areas—Early Literacy, Reading, and Mathematics—in terms of the description of the assessments and the information reported. As seen in Table 1, the test purposes table was customized for a better presentation of the three content areas while still including both checklist and description, but subsequent tables include all three content areas to serve as an example while trying to preserve space.

As presented previously, the primary purposes of the ABC assessment in all three content areas are focused on instructional planning as stated in the test developer’s technical and promotional materials.

Part II: Test Development and Documentation

A. Item-level criteria. As discussed earlier, a criteria table with checklists and descriptions is used (see Table 2). It encompasses both general requirements and a specified description of evidence provided by the ABC developers. A checkmark implies that the required criterion was provided in a technical manual supplied by the vendor. It makes no judgment, however, as to the quality of the measure.

3All information about ABC Assessment was obtained from technical documentation provided by the company.
### TABLE 1
Primary Purpose(s) of ABC

<table>
<thead>
<tr>
<th>Early Literacy</th>
<th>Reading</th>
<th>Math</th>
</tr>
</thead>
<tbody>
<tr>
<td>☒ Instructional Planning and Adjustment to</td>
<td>☒ Instructional Planning and Adjustment to</td>
<td>☒ Instructional Planning and Adjustment to</td>
</tr>
<tr>
<td>Improve Learning</td>
<td>Improve Learning</td>
<td>Improve Learning</td>
</tr>
<tr>
<td>☐ Curriculum Instruction and Pedagogy Evaluation</td>
<td>Curriculum Instruction and Pedagogy Evaluation</td>
<td>Curriculum Instruction and Pedagogy Evaluation</td>
</tr>
<tr>
<td>☐ Statewide Assessment Prediction and Preparation</td>
<td>Statewide Assessment Prediction and Preparation</td>
<td>Statewide Assessment Prediction and Preparation</td>
</tr>
</tbody>
</table>

ABC’s Early Literacy determines children’s mastery of literacy concepts that are required for future success in reading; the results will be used to plan instruction and intervention.

ABC Reading estimates the students’ reading comprehension using instructional reading levels, accesses reading achievement relative to national norms, and tracks students’ growth at aggregated level.

ABC Math estimates students’ instructional math levels relative to national norms, and tracks students’ growth at aggregated level.
TABLE 2
Item-Level Criteria

<table>
<thead>
<tr>
<th>Item-Level Checklist</th>
</tr>
</thead>
<tbody>
<tr>
<td>Item difficulty and item discrimination</td>
</tr>
<tr>
<td>Item aligned to content standards or learning objectives</td>
</tr>
<tr>
<td>Item content fairness: DIF statistics (gender and ethnicity)</td>
</tr>
<tr>
<td>Item bias and sensitivity review</td>
</tr>
<tr>
<td>Item edited for spelling, grammar and usage conventions, and for cuing and item writing principles</td>
</tr>
<tr>
<td>Multiple item types such as multiple choice, and open-ended.</td>
</tr>
</tbody>
</table>

**Description**

ABC Early Literacy/Reading/Math has Classical Test Theory item difficulties (p-values) and item discriminations (e.g., point-biserial correlations). Since they use a Rasch model, they also have IRT item difficulties. Content in ABC Early Literacy and Math are divided into several domains or strands with clustered skills or objectives within the domains and strands; items are written according to the domains/strands and clustered skills/objectives within the domains/strands. ABC item writing and editing appeared to try to minimize cultural loading, gender stereotyping, and ethnic bias.

*Note.* DIF = differential item functioning; IRT = item response theory.

The following description is a brief introduction to the evidence that ABC provides to meet the criteria. Reviewing the documents on ABC (or other testing products) demonstrates the differential emphasis on various criteria. However, just including a paragraph describing all the criteria in the checklist does not reflect the amount and quality of the evidence provided for each criterion. Therefore, the different quality of information provided by the testing company should be reflected in a more qualitative/judgmental review process. This could be accomplished by creating rubrics to evaluate the information presented.4

The alignment criterion just presented is an example of high-quality information. The ABC technical manuals provide a lot of information on alignment. Early Literacy is divided into seven subdomains and Mathematics into eight strands, and all items are categorized according to the subdomains or strands; new items are written based upon the subdomains or strands. Although independent alignment reports are almost always preferable to studies conducted by the vendor, this fine-grained blueprint makes it possible for educational leaders to cross-check the alignment reports with those from their own content experts without having to conduct a full alignment study.

We argue that an interim assessment evaluation tool should provide as rich of a description of the information regarding multiple item types for each of the assessments. This information can be presented in a table or in text with examples but should be as descriptive as possible (e.g., multiple-choice items with four response choices, or three-step short constructed response tasks).

**B. Test-level criteria.** Although the quality of the individual items is critical, how the items are comprised into a test form is an essential criterion. Again, the criteria table with checklist and description at the test level (Table 3) was completed after reviewing the ABC documents. It is worth mentioning that the first two criteria are essentially mutually exclusive: Test specifications

---

4Subsequent work on this project will attempt to provide more evaluative information than is the case here.
TABLE 3
Test-Level Criteria

<table>
<thead>
<tr>
<th>Test-Level Checklist</th>
</tr>
</thead>
<tbody>
<tr>
<td>□ Test specifications (e.g. standards being tested, number of items per standards, item types)</td>
</tr>
<tr>
<td>□ Documentation for Computerized Adaptive Tests (e.g. item selection algorithm, starting and termination conditions, exposure of items)</td>
</tr>
<tr>
<td>□ Alignment to content standards or learning objectives</td>
</tr>
<tr>
<td>□ Independent alignment to content standards or learning objectives</td>
</tr>
<tr>
<td>□ Description of field test or item calibration sample (representative to the target population)</td>
</tr>
<tr>
<td>□ Reliability and SEM</td>
</tr>
<tr>
<td>□ Documentation on scoring procedures</td>
</tr>
<tr>
<td>□ Standard error for each score point</td>
</tr>
<tr>
<td>□ Information about the interpretation of test scores</td>
</tr>
<tr>
<td>□ Information about score derivation</td>
</tr>
</tbody>
</table>

**Description**

ABC Early Literacy, Reading and Math are computerized adaptive tests. Items are selected to match the student’s current ability level and grade level as well as to represent the broad coverage in content. Alignment studies were conducted with several state content standards. Several reliability indices (e.g. generic reliability, split-half reliability, and test-retest reliability) were calculated. A proprietary Maximum-Likelihood IRT estimation is used for scoring scale score as soon as the student has at least one item correct and one item incorrect, and associated conditional SEM is also calculated. Other scores such as Percentile Ranks and Grade Equivalents are derived from Scale Scores.

*Note.* SEM = standard error of measurement; IRT = item response theory.

are more applicable for a non-CAT design, whereas the item selection algorithm is more applicable for CAT. Therefore, having at least one of the two criteria checked is appropriate.

As mentioned previously, beyond the criteria table with checklist and description, additional information, such as what is provided in the following tables, should be added to provide additional information on some criteria in the checklist. As an example, using the documents provided by ABC Assessment, additional information on the CAT design, item calibration sample, and reliability indices are provided (see Tables 4 through 6).

Different samples were clearly used for the calibration and reliability calculations. Although the reliability numbers are appropriately high, users should always be careful to check the sample sizes from various technical analyses and be cautious in comparing technical results based on different samples. Ideally, all of these calculations should be performed on the same students so that any differences in results can be attributed to the different tests and one does not have to wonder if it is due to the different test takers.

**C. Multiple test-level criteria.** Interim assessments, as we noted in the beginning of this article, are designed to be administered multiple times each year. Therefore, the nature of the system of multiple tests is crucial to the evaluation of interim assessments. We begin with the standard tables on multiple test-level criteria (see Table 7), and then provide an extra table on correlational evidence to show more completely the evidence provided by ABC Assessment (see Table 8).

The differences in the coefficients reported (Table 8) are not insignificant. One must wonder why the concurrent validity correlations are so different when comparing the early literacy and reading tests. The validity coefficients for reading seem reasonable but low for both early literacy
With computerized adaptive tests, ABC assessments select items at levels of difficulty that most match the student’s current ability level. Students are motivated because the items are neither too difficult nor too easy for them. If the student has taken a test in previous 6 months, the appropriate starting point is based on his or her previous test score information.

<table>
<thead>
<tr>
<th>Early Literacy</th>
<th>Reading</th>
<th>Math</th>
</tr>
</thead>
<tbody>
<tr>
<td>The adaptive test is fixed length with 25 items with two or more items from each of either five or seven domains. There are two parts in the 25-item test. The first part includes 16 shorter items in terms of their audio time and students’ response time. The second part includes 9 longer items in terms of audio time and response time. Items in both parts are designed to fit specific content categories to ensure broad content coverage.</td>
<td>The adaptive test has a fixed length of 25 items. At grade levels 3 and above, there are 20 vocabulary-in-context items and five authentic test passage items. At grade levels K-2, there are only vocabulary-in-context items.</td>
<td>The adaptive test is fixed length with 24 items. The first 16 items are selected from the Numeration Concepts and Computation Processes strands evenly. The rest of the items are selected from the other six strands balancing the strand coverage and the students’ grade level.</td>
</tr>
</tbody>
</table>
To ensure the sample used for calibration study is representative of the target population, the sampling frame consisted of all U.S schools, stratified on three variables: geographic region, school size, and socioeconomic status. The comparison of the distributions between the sample and the population at various levels of the three variables was documented.

### TABLE 5
Test Calibration

<table>
<thead>
<tr>
<th>Calibration Sample</th>
</tr>
</thead>
<tbody>
<tr>
<td>Early Literacy</td>
</tr>
<tr>
<td>Reading</td>
</tr>
<tr>
<td>Math</td>
</tr>
</tbody>
</table>

- **Early Literacy**: ABC Early Literacy calibration sample in fall 2000 included 32,493 students from 308 schools.
- **Reading**: ABC Reading 2.0 calibration sample in spring 1998 included 27,807 students from 287 schools.
- **Math**: ABC Math 2.0 calibration sample in spring 2001 included 44,939 students from 261 schools from 45 out of 50 states.

and mathematics. However, it is important to consider these results in light of the reliability coefficients of each of the tests because a test cannot correlate higher with another test more than it can correlate with itself (reliability).

### Part III: Administration and Inclusion

Testing experts tend not to consider things like administration issues at the same level of importance as things such as item quality and form design. However, our conversations with local district leaders suggest that administration and inclusion issues are just as important as any psychometric criteria measurement experts might consider. As measurement specialists, we would rather see district and state leaders focus on the measurement criteria, but we are convinced that reporting and evaluating administration considerations (Table 9) is very important to our intended audience, because practitioners operate in the real world of limited numbers of computers per student and limited numbers of technicians to address computer problems.

Clearly before one would consider using this test, the lack of accommodations should be verified, and if this is true, it should give one pause before considering such a test for use with all students.

### TABLE 6
Test Reliability

<table>
<thead>
<tr>
<th>Early Literacy</th>
<th>Reading</th>
<th>Math</th>
</tr>
</thead>
<tbody>
<tr>
<td>With total sample of 9,146, the generic reliability is .92, the split-half reliability is .91, and the retest reliability is .86.</td>
<td>With norming sample of 29,169 in spring 1999, both generic reliability and split-half reliability is .96; test–retest reliability with sample of 2,095 is .94; alternative forms reliability is .95 with the alternate form sample of 4,551.</td>
<td>With norming sample of 29,228, generic reliability is .95 and the split-half reliability is .94; alternative reliability with sample of 7,389 is .91.</td>
</tr>
</tbody>
</table>
TECHNICAL QUALITY OF INTERIM ASSESSMENTS

TABLE 7
Multiple Test-Level Criteria

- Multiple administrations (usually three or four) throughout an academic year
- Description of the relationships of contents and standards among the multiple administrations across a year.
- Documentation for comparability across forms (equating procedures)
- Validity evidence on correlations among other assessments part of the interim system (internal) as well as correlations among the interim assessments and other assessments thought to measure similar constructs (external).

**Description**
Because ABC Early Literacy, Reading and Math are computerized adaptive tests, items for tests in the same content area are selected from the same item bank using calibrated items on the same scale. With the instruction and multiple administrations throughout the year, we are expecting students’ ability is increasing and they are able to get more difficult items correct in later administrations. Validity evidence is provided as the correlations between the ABC Early Literacy, Reading, Math and other external assessments.

**Part IV: Test Scores and Reports**

Score reports should be designed to translate the assessment results into actionable information. Educational leaders should have a well-articulated sense of how they intend to use the assessment results and, therefore, in what form the results should be presented. The information presented (see Table 10) for the ABC Assessment system describes the types of scores and information from the assessment. Of course, there is a difference between simply reporting scores and establishing the validity of the inferences from such scores, but this information presented next is intended to at least provide an initial look at what is provided by the interim assessment.

The typical raw scores, scale scores, criterion-referenced scores and norm-referenced scores, as well as other derived scores from the ABC assessments, are presented within the appropriate categories. In addition, ABC derived its own Instructional Reading Level and used Vygotsky’s

**TABLE 8**
Correlational Evidence

<table>
<thead>
<tr>
<th></th>
<th>Early Literacy</th>
<th>Reading</th>
<th>Math</th>
</tr>
</thead>
<tbody>
<tr>
<td>Concurrent validity is calculated as the correlation between the ABC Early Literacy, Reading, Math and other external tests administered within a 2-month period. Predictive validity is calculated as the correlation between ABC Early Literacy, Reading, Math and the criterion test administered more than 2 months later.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>In Spring 2001, within grade concurrent validity coefficients were .64, .68, .52 and .57 for Grades K–3, respectively.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>The within grade average predictive validity coefficient for pre-K-3 was .57, .52, .62, .67 and .77 respectively.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>In Spring 1999, the within grade average concurrent validity coefficient varied from .71 to .81 for Grade 1–6 and from .64 to .75 for Grades 7–12.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>The within grade average predictive validity varied from .68 to .82 for grades 1-6 and varied from .81 to .86 for grades 7–12.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>In Spring 2002, the within grade average concurrent validity coefficient varied from .63 to .71 for Grades 1–6 and from .47 to .73 for Grades 7–12.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>The within grade average predictive validity coefficient varied from .55 to .73 for Grades 1–6 and from .75 to .80 for Grades 7–12.</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
### TABLE 9
Test Administration and Inclusion

#### Test Format and Administration

<table>
<thead>
<tr>
<th>Administration Format</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Paper and pencil</td>
<td>☐</td>
</tr>
<tr>
<td>Consumable</td>
<td>☐</td>
</tr>
<tr>
<td>Nonconsumable</td>
<td>☐</td>
</tr>
<tr>
<td>CBT</td>
<td>☐</td>
</tr>
<tr>
<td>Paper and pencil or CBT</td>
<td>☐</td>
</tr>
<tr>
<td>Computer adaptive test</td>
<td>☐</td>
</tr>
<tr>
<td>May be administered in any of the formats above</td>
<td>☐</td>
</tr>
<tr>
<td>Other—please describe</td>
<td>☐</td>
</tr>
</tbody>
</table>

#### Test Accessibility

<table>
<thead>
<tr>
<th>Accommodation Special Forms</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Provides accommodations for special education students</td>
<td>☐</td>
</tr>
<tr>
<td>Provides special forms for English language learners</td>
<td>☐</td>
</tr>
</tbody>
</table>

#### Instructional Evaluative Predictive

<table>
<thead>
<tr>
<th>Instructional</th>
<th>Evaluative</th>
<th>Predictive</th>
</tr>
</thead>
<tbody>
<tr>
<td>☑ Customized forms</td>
<td>☐ Customized forms</td>
<td>☐ Standardized forms</td>
</tr>
<tr>
<td>☑ Flexible date and location for administration</td>
<td>☐ Flexible date and location for administration</td>
<td>☐ Standardized administration procedures</td>
</tr>
<tr>
<td>☑ High speed of results</td>
<td>☐ Moderate speed of results</td>
<td>☐ Moderate speed of results</td>
</tr>
</tbody>
</table>

*Note.* CBT = computer based test.
### TABLE 10
Types of Score

<table>
<thead>
<tr>
<th>Raw Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Provides a summary of student mastery of the items on the test</td>
</tr>
</tbody>
</table>

**Scale Score**

☑ Provides equivalent scores to make all tests comparable.

**Criterion-Referenced Score**

☑ Strand-Level Score for Early Literacy and Math
☑ Provides scores for each subdomain or strand level
☑ Early Literacy Classification
  Provides cut scale scores to identify different levels of literacy: Emergent Reader, Transitional Reader, and Probable Readers.
☑ Instructional Reading Level
  Provides an estimate of the most appropriate level of reading material for instruction.
☑ Zone of Proximal Development
  Defines the readability range from which students should be selecting books in order to ensure sufficient comprehension and therefore achieve optimal growth in reading skills without experiencing frustration.

**Norm-Referenced Score**

☑ Percentile Rank
  Provides the percentage of scores in the norm group at or below a particular score
☑ Grade Equivalent
  Indicates the grade placement of students for whom a particular score is typical.
☑ Normal Curve Equivalent Score
  Provides the ability scale with mean of 50 and standard deviation of 21.06 resulting in having a set of equal interval scores ranging from 0 to 99.

<table>
<thead>
<tr>
<th>Instructional</th>
<th>Evaluative</th>
<th>Predictive</th>
</tr>
</thead>
<tbody>
<tr>
<td>☐ Raw Score</td>
<td>☑ Criterion-referenced score</td>
<td>☐ Scale Score</td>
</tr>
<tr>
<td>☑ Scale Score</td>
<td>☑ Instructional Reading Level</td>
<td>☐ Performance Level</td>
</tr>
<tr>
<td>☑ Criterion Score</td>
<td>☑ Grade Equivalent Score</td>
<td>☐ Zone of Proximal Development</td>
</tr>
</tbody>
</table>

The term “Zone of Proximal Development” to describe scores that are intended to directly inform instruction. Although these types of scores sound very attractive, especially if the district’s main purpose is informing instruction, district leaders and/or other evaluators need to determine the meaningfulness of such scores. ABC also reports subdomain or strand level scores for Early Literacy and Math, which are also classified into criterion-referenced scores. The criterion table (Table 10) can be adjusted according to the need for information presentation.

Table 11 describes the types of reports available. The additional table (Table 12) details the reports by content areas and highlights descriptive information about the multiplicity of reports available through the ABC assessment system. The Student Diagnostic, Growth, and Progress Monitor Reports are designed to improve instruction planning but might also be used for evaluative purposes. The information about the available reports appears to confirm that these types of reports are consistent with the test purpose we identified at the first stage of the evaluation.
### Table 11
#### Types of Reports

**Criterion-Referenced Report**
Reports the performance objectives that have been mastered and not yet mastered at individual and aggregated level.
- Student Diagnostic Report
- Class Diagnostic Report

**Norm-Referenced Report**
Reports the relative position of an individual, a class or school in the norm group.
- Score Distribution Report

**Multitest Report**
Reports multiple results from previous assessment, monitoring progress of students’ achievement, and identifying at-risk students on statewide assessment.
- Growth Report
- Progress Monitor Report

<table>
<thead>
<tr>
<th>Instructional</th>
<th>Evaluative</th>
<th>Predictive</th>
</tr>
</thead>
<tbody>
<tr>
<td>Student Diagnostic Report</td>
<td>Class Diagnostic Report</td>
<td>Progress Monitor Report</td>
</tr>
<tr>
<td>Class Diagnostic Report</td>
<td>Score Distribution Report</td>
<td>Growth Report</td>
</tr>
<tr>
<td>Score Distribution Report</td>
<td>Progress Monitor Report</td>
<td></td>
</tr>
<tr>
<td>Progress Monitor Report</td>
<td>Growth Report</td>
<td></td>
</tr>
</tbody>
</table>

### Table 12
#### Types of Reports in Detail

<table>
<thead>
<tr>
<th>Early Literacy</th>
<th>Reading</th>
<th>Math</th>
</tr>
</thead>
<tbody>
<tr>
<td>Class Diagnostic Report provides the eight domain scores for and skill scores under its domain for a class.</td>
<td>Student Diagnostic Report provides SS, GE, PR, PR range, IRL, and ZPD for a student.</td>
<td>Student Diagnostic Report provides SS, GE, PR, PR range, NCE and recommended accelerated Math library and skill levels under its strand for a student.</td>
</tr>
<tr>
<td>Score Distribution Report provides the domain score distribution and skill sets within each domain score distribution for a class.</td>
<td>Growth Report provides each student’s GP, SS, GE, PR range, NCE, IRL as well as the average scores for a class across tests.</td>
<td>Growth Report provides each student’s GP, SS, GE, PR, PR range, NCE as well as the average scores for a class across tests.</td>
</tr>
<tr>
<td>Growth Report provides each student’s GP, SS, domain score, literacy classification, as well as the average scores for a class across tests.</td>
<td>Progress Monitor Report provides the averaged SS, GE, PR, PR range, NCE, IRL, and ZPD for all the test results of a class over a school year.</td>
<td>Progress Monitor Report provides the averaged SS, GE, PR, PR range, and NCE for previous test results of a class over a school year.</td>
</tr>
<tr>
<td>Progress Monitor Report provides the averaged GP, SS and domain scores for all the test results of a class over a school year.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Student Diagnostic Report provides the eight domain scores for and skill scores under its domain for a student.</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*Note.* SS = scale score; GE = grade equivalent; PR = percentile rank; IRL = instructional reading level; ZPD = zone of proximal development; NCE = normal curve equivalent score; GP = growth percentile.
TABLE 13
Test Utility

**Instructional Strategies/Implications**
- Provides information based on student performance at individual or class level from ABC Diagnostic Report.

**Professional Development (PD)**
- Includes PD to help teachers understand and interpret the data
- Provides PD to help teachers diagnosis students’ strengths and weakness to plan instruction accordingly.

---

**Part V: Test Utility**

The utility criteria are intended to address how the assessment system supports subsequent decisions about instructional or programmatic plans. We outlined two main criteria related to utility (see Table 13). ABC addressed the first criterion in this section by including instructional suggestions on the Diagnostic reports but did not appear to meet the second criterion because there was no professional development included as part of the assessment system.

---

**Part VI: Practicality and Logistics**

As noted earlier, the practical and logistical issues appear to be very important to test consumers. Relevant information should be provided by test vendors in their documents. By reviewing the manual, ABC Assessment appears to be quite easy to use and addresses many of the logistical concerns that a district or school leader may have. Table 14 provides additional criteria about the practicality of use. However, users intending to use this assessment with English language learners or students with disabilities should be clear that there is no evidence of the appropriateness of this assessment system for these students.

---

TABLE 14
Practicality and Logistics

| **Flexibility of Administration** | ✗ Can be administered at the group or individual level with computers. |
| **Ease of Administration** | ✗ Can be achieved by minimal training of administrators and standardizing the administration procedures. |
| **Technical Assistance** | ✗ The vendor provides assurances of online or telephone support in a timely manner for by teachers, school and district administrators. |
| **Accessibility** | □ Available to all students including English language learners and students with disabilities. |
| **Manageable Data Format** | ✗ Can be easily aggregated or disaggregated based upon the needs of teachers, school or district administrators. |
| **Immediate Feedback** | ✗ Can be provided via computer or other means as soon as the test being administered. |
| **Periodic Assessments** | ✗ Provides multiple assessments throughout the academic year. |
DISCUSSION

We expect many schools and districts will still ask “which interim assessment is the best,” thinking the answer will allow them to buy the best test. However, a better question that should be asked is, “Which interim assessment is the best for my school or district for these particular purposes?” Educational leaders need to ensure that the purposes for which they want to use an interim assessment are the same as the purposes for which the interim assessment was developed. One suggestion for using this tool is for educational leaders to first complete the tool by indicating what they would like to see in an interim assessment product. These ideal set of responses then can be compared to the description—based on the tool—for each interim assessment system the district is considering. Of course, the first priority should be to ensure that the purpose of the interim assessment matches the purpose for which the school or district wants to use the test.

After confirming that the stated purposes of the assessment system are consistent with the intended purposes of the users, the school or district should check other properties of the test using the criteria such as Test Development and Documentation, Administration and Inclusion, and Test Scores and Reports to ensure that the assessment design is consistent with both the stated and intended test purposes. For example, if a district wants to use the interim assessment as a predictor of statewide assessment scores, the district should pick an interim assessment with a predictive purpose; items and the whole test should be aligned with state content standards; correlations between interim assessment scores and statewide assessment scores should be relatively high; and the scores report should focus on predicted proficiency levels on statewide assessments to identify at-risk students and provide strategies for intervention to help students meet the state standards.

LIMITATIONS AND SUBSEQUENT STUDIES

This study did not attempt to provide a rank-ordering or a “Consumer Reports” rating of interim assessment quality, because we recognized that such a simplistic result would obfuscate the complexity of the interim assessment review process. In reality, such a ranking system would have to be so conditional as to make it unwieldy. For example, such a rating system might lead to results such as, “If your primary purpose is for instructional purposes, you want standard-referenced reports, your curriculum emphasizes reform-based mathematics, you have ample computers, and you require professional development for your teachers, then assessment XYZ might be the best for your district.” In spite of this limitation, we still think that we or anyone else attempting to review interim assessment products need to be significantly more evaluative than the descriptive information provided with the current version of our tool. Most district and school assessment leaders do not have the assessment knowledge to critically evaluate the claims from the various test publishers and would welcome the type of evaluative information, particularly the technical quality and utility, we envision including with the next version of this tool. Our challenge, in the next phase of this project, will be to be fair to the test publishers yet judgmental enough to help district leaders at least narrow the field of potential suitable interim assessment products. Further, perhaps our efforts will ultimately encourage interim test developers to transparently place the information called for in this rating tool in an easily accessible format on their Web sites or a centralized Web site.
Given the current difficulty in obtaining technical documentation for these assessment systems, another limitation of this project was that we were able to review only two interim assessments systems. The main reason for using the tests was to pilot and modify the criteria to make the criteria more generalizable. Therefore, the more tests included, the more useful we could make the criteria. Another reason for including actual assessments at this stage of the project was to show how the criteria could be flexibly applied to describe or evaluate different commercial tests. Therefore, subsequent projects will include more tests to allow us to better refine the criteria.

The small research team reviewing the tests was another limitation of this study. To ensure accuracy and correct interpretation, the criteria should be applied by more than one researcher or small research teams and perhaps even reviewed by the test developer. Ideally, the reviews of the assessments should be conducted by a larger group of people to ensure the intersubjective agreement of the review or evaluation.
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